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Abstract—Accurate and computationally efficient characteriza- Observation
tion of near- and far-field radiation from a class of microwave, point, P
millimeter wave, and ultrafast systems is presented. A numerical
technique is utilized which combines the finite-difference time-
domain method with a spatial transformation, the Kirchhoff

surface integral. Included in the analysis are inhomogeneous Integration
material parameters, small feature size relative to wavelengths surface, S
of interest, and the wide-band nature of the radiation. Based /
on simulation results, a simple model of the radiation from an PR e R £
inhomogeneous structure is developed. Finally, the technique is TN T
applied to accurately characterize the radiation from a photo- Original | : b
conducting structure. source - -

Index Terms— Electromagnetic radiation modeling, FDTD ottt ’
methods, photoconducting devices, ultrafast electronics. Fig. 1. Equivalent source surface used in the Kirchhoff surface integral.

I. INTRODUCTION simulation of simple radiating systems in a homogeneous

ADIATION from microwave. millimeter wave. and ul- SPace for which exact solutions are available. The temporal
trafast electronic systems c:';m be difficult to c,haracteri?é]d spatial characteristics of the Kirchhoff surface integral are
qéscussed in detail. Next, inhomogeneous material parameters

for a variety of reasons. In general, the radiative source troduced d their eff h diative field
distributed in nature relative to the wavelength of excitatio re Introduced, an their effects on the ra "?‘F“{e \elds are
monstrated. Finally, results are presented utilizing this tech-

and may originate from an entire component or region of

component. A variety of material parameters may be involvéidue in the characterization of radiation from a wide-band
as well, which can significantly increase the complexity sfubpicosecond system. Simulation results show a significantly
Qjore accurate portrait of the far-field radiation compared to the

the characterization. In pulsed millimeter wave and ultrafa dard model for the far field based he derivai £ th
electronic systems, the radiation is often wide-band, generafiy"dard model for the far field based on the derivative of the

precluding the use of frequency domain techniques. MaQurce current in which material parameters are not included.
of these difficulties can be alleviated through the use of

a time domain method such as the finite-difference time- Il. THEORY

domain (FDTD) technique [1], [2]. However, at very high

frequencies, the computational domain becomes excessivdlyThe Kirchhoff Surface Integral

large for determination of radiation at distances even relativelyThe Kirchhoff surface integral [3], [4] is one of several

near to the source. We apply a technique combining FDTxar-to-near and near-to-far field transformation techniques
with a spatial transformation technique, the Kirchhoff surfaqg], [6]. These spatial transformation techniques are based
integral, for determination of near- and far-field radiation frorgp Huygens' principle, which states that each point on an
microwave or ultrafast electronic systems. This technique é‘%panding wavefront may act as a new source of radiation.
shown to be very accurate and is often computationally mof@ese techniques allow determination of the electromagnetic
expedient than use of FDTD alone. fields anywhere in a source-free problem space in terms of
The present work begins with a description of the Kirchhofinown field values on a surface surrounding a calculation
surface integral formulation. The method is validated byolume (see Fig. 1). The Kirchhoff formulation differs from
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o s B. Validation of the Technique and Evolution
Integration e o e /¢out of the Delayed Field Vector
surface e o o To illustrate the evolution of the delayed field vector using
B the FDTD/Kirchhoff integral formulation and to validate the
ot > accuracy of the technique, an example is presented comparing
LA Pin the numerical results to the exact solution. The source is a
FDTD grid Hertzian dipole excited by a Gaussian current pulse
/ p— T 2
Fig. 2. Implementation of the integration surface in the FDTD cgdmay p(nAt) = el(nAt=to)/7) 3)

refer to any of the six field components in Cartesian coordinates.
with pulsewidthr = At and delay time&, = 4. This choice
of ¢y sets the starting value of the pulseeap(—16) = —140
dB to minimize noise in the FDTD caused by the turn-on
characteristics of the source [8]. With = 32 and Ax =
Ay = Az = 2 um, the time stepAt is taken asAt = 3.47 fs,
S(P, 1) = 1 // y {[(/)]i <l> which is 0.9 times the Courant stability condition for the FDTD
4 , on' \ R technique. TheE. field component is calculated at observation
1 R [9¢ 1] 0¢ point P, located 60um and 45 off the axis of az-oriented
xR o L
(1) The exact solution for the electric field from a Hertzian
dipole source is given in many references, for example [9],

and will not be repeated here. For the FDTD method, the

where the prime refers to points on the integration surfagg,,ian dipole is approximated using the technique described
(refer to Fig. 1 for definition of the remaining terms). The, [10], i.e., the current density is assumed constant over

square brackets indicate retarded time corresponding to [Hg volume of one grid cell. The field at the integration

time required for a signal to travel from a poifit on the g tac6 is found using the FDTD technique. To implement the
surface tol with speede = 1//lioco, that is, Kirchhoff transformation, at time step the elements of the
delayed field vector [found using (1)] accumulate according to
nAt+ R;/c. In the time evolution of the delayed field vector,
each surface element acts as a secondary elementary Source.
This is referred to as a time-weighted summation.

As discussed in [7], the Kirchhoff surface integral is easily AS can be seen in Fig. 3(b), agreement between the exact
implemented using the geometry and discretization of a Yéelution and the FDTD/Kirchhoff technique is excellent. Even
cell-based [1] FDTD code. Using difference equations ifpr Simulations in the near-field, such as the present example,
time and space, the fields at the integration surface may #§ additional calculation time required by the Kirchhoff
calculated from quantities already computed in the FDTE§Chnique is often offset by the propagation time through the
code. The integration surface for a given field component i TD grid if FDTD was used alone. Additionally, use of
considered to lie midway between two FDTD gridpoints dhe FDTD/Kirchhoff technique reduces the time dispersion
the same field component, designateg and ¢o; in Fig. 2, associated with the FDTD [11] since the FDTD calculation
where ¢ may refer to any of the six field components irpnly exteno_ls spatiglly from the original dipole source to the
Cartesian coordinates. The surface field may be calculaféfface of integration.
efficiently as the mean of values at the two gridpoints, and the _
normal derivative term in (1) may be found from the differencé. The Components of the Kirchhoff Surface Integral

of these values divided by the distance between them. In the present work, the combined FDTD/Kirchhoff tech-
The surface integration is implemented as a “time weighte@ljque is used to simulate the fields due to nontime-harmonic
summation. Time is discretized ag\¢, with n corresponding sources of radiation. It may not be readily apparent how
to the time step aneh¢ to the time increment. The delay timethe correct solution is obtained when contributions from the
between each surface element and the observation point, gi¥8fface integral may arrive at the observation point at times
by R;/c, is precalculated, where the velocity of propagation igter than the duration of the pulse. The way in which the
taken as the speed of light, This delay time is used to assignyarious components of the integral interact can shed light on its
the evolving surface field terms for each surface element to tggparem nonphysicality. Therefore, in this section two aspects
proper elements of the delayed field vector at each time sigPthe evolution of the integral are described—how contri-
[see Fig. 3(a)]. Because the delay time from each surface paigftions from the various regions of the integration surface
to the observation point rarely falls as an integer multiple @ombine, and how contributions from the three terms of the
At, time interpolation is used. A simple linear interpolation
scheme is used for the direct and normal derivative term?’lBecause the Kirchhoff surface integral is a scalar technique, each surface

d d-order L L lation i d . element may not be considered as a true “source” of electromagnetic radiation
and second-order Lagrangian interpolation Is used to ma'm@fﬁke that would imply a vector quantity. However, the concept of a secondary

second-order accuracy of the time derivative [7]. source describes the time delay accurately.

first- and second-order partial derivatives are continuous,on
and let P be a point outsides. Then

[¢] :</)<x/,y/,z/,t— %) (2)
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Fig. 3. The delayed field vector. (a) Schematic showing the delay time from each surface element to the observation point. (b) The evolution efithe delay
field vector at various time steps using the Kirchhoff surface integral formulation.

integral combine. Other researchers have utilized the Kirchhoff 2
surface integral formulation in the time and frequency domains e | Top
[7], [12]-[16]. However, a discussion of the relationships s .| T paes
among the various components of the integral has not, to the > Sum
authors’ knowledge, been presented. o | TR
In the first case, the contribution from each side of a 50 5
closed rectangular integration surface similar to that shown in s v
Fig. 3(a) is considered. A scalar (nonelectromagnetic) source @,
is used to present clearly the interrelationships between com- 0 0.1 0.2 0.3 04

ponents of the integral. Excitation is a Gaussian pulse (3) with Time (ps)

B8 =18, 7 = 154 ps, andty = 616 ps. The exact equationsFig. 4. The time evolution of the contribution from each region of the
for fields at the integration surface from the scalar source Wé‘lpgzgratiqn surface. The c_ontributions are_summed to yield the complete result
. . . of the Kirchhoff surface integral calculation.

implemented in Matlab [17] wittAz = Ay = Az = 0.75 um

and At = 86.7 fs. The surface of integration is a cube with

30.75.m side dimensions, and the observation point is locat&dmilarly, at around 0.33 ps the contribution from the bottom
50 uym directly above the source at the point (0, A, 0). surface must also be included. Note that components of the
Fig. 4 shows that the contribution from the top surface is exa@ceived signal have significant value long after the duration
until the time the evolving surface field reaches the edge of the original pulse.

the top surface (at approximately 0.23 ps). From this time on,The contribution from each term of the Kirchhoff surface
contributions from the top and four sides must be consideradegral given in (1) is next considered. There are three terms,
collectively. Because the excitation is scalar and centeredane of which is directly proportional to the surface fiefd

the box, the contribution from each of the four sides is equalne is proportional to the time derivative @ and one is
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Fig. 5. The time evolution of théirect, time, andnormal terms of the
Kirchhoff surface integral.

Laser pulse
Integration Surface
Eﬁ:'vzﬁ;‘rtcglpme Fig. 7. Structure used to determine the effects of including inhomogeneous
Y material parameters in the simulation. The integration surface is located
external to the inhomogeneous problem space.
[N 1
+V :
\ {% /; GaAs substrate only. Then, analysis of the full photoconduct-
/4 ing system is considered.
GaAs Biased electrodes A. Inclusion of Inhomogeneous Material Parameters

Fig. 6. Typical structure for an electro-optic sampling experiment. The extent to which inhomogeneous material parameters

significantly alter results depends on several factors, including

proportional to the normal derivative @f. These terms will the temporal characteristics of the excitation relative to the
be denoted thédirect, time, andnormal terms, respectively. dimensions of the structure and the excitation model used.
Using the same structure and excitation as in the previoliBe effects of these parameters on the radiation are illustrated
example, the time evolution of each of the three componentéh a representative structure, again with a Gaussian current
is displayed in Fig. 5. Because thkrect term decreases aspPulse excitation. The structure consists of a GaAs substrate
1/R?, its contribution to the integral is minimal except in thavith relative permittivity of approximately 12 at the highest
very near-field. Theime andnormal terms combine to form frequency involved in the experiment. A worst-case scenario
the received pulse and cancel at times greater than the receie@iresented, with absorption equal to zero. The integration
pulse duration. Again, it may be seen that the fields generagface is placed external to the inhomogeneous material,
at times greater than the pulse effectively cancel to provi@ discussed in Section Il. The dimensions of the structure
the correct solution. are shown in Fig. 7. For some applications, such as the
photoconducting system, a vertically uniformly distributed
current density is assumed in the GaAs substrate. Therefore,
the excitation model for this experiment consists of a vertical
array of dipoles embedded uniformly in the GaAs substrate,
as shown in Figs. 6 and 7. The observation point is 60

The combined FDTD/Kirchhoff surface integral technique iabove the center of the GaAs substrate, where the received
well suited to the analysis of radiation from a photoconductinmuise is approaching the far-field response, i.e., the derivative
structure such as the one shown in Fig. 6. Here, a GaAkthe current excitation in free space.
substrate is viewed from the side, and two metal electrodedDistortion of the received signal occurs when the pulsewidth
run perpendicular to the plane of the page. A subpicosecond narrow enough for reradiation from the air/GaAs interfaces
laser pulse is incident on the substrate, creating electron-htwebecome resolvable. Results are presented in Fig. 8 for two
pairs. Application of a bias voltage to the electrodes acceleratases with pulsewidths corresponding to approximately 2/3
the electrons and holes in opposite directions. This produceéa= 56 fs) and 1/3 £ = 30 fs) of the transit time to the
time-varying dipole source of radiation oriented parallel to thiar edge of the GaAs substrate, which is 87.8 fs. Also shown
substrate surface and transverse to the biased electrodes. @wetthe cases for an ideal Hertzian dipole in free space. For
structures may be used in electro-optic sampling applicatiobsth pulsewidths, diffraction from the edges of the GaAs/air
and in photoconducting switches. interfaces alters the received electric field. For the narrower

A typical photoconducting structure consists of a GaAgsulsewidth, the diffraction additionally causes distortion of
substrate and metal electrodes, as illustrated in Fig. 6. In tthe received waveform. These effects would be neglected in a
following section, the effects of the inhomogeneous materisimple current derivative model for far-field radiation.
parameters on the radiation characteristics are addressed. Thehe edges and corners of the GaAs substrate shown in Fig. 7
FDTD/Kirchhoff method is first applied to radiation from aeffectively act as new sources of radiation. A simple model

I1l. A PPLICATION OF THE METHOD TO
A PHOTOCONDUCTING STRUCTURE
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Fig. 8. Electric field 10Q:m fi th i i - . . . .
(;?T — 56ef(; r;cndle(b)T 2”;'0 erTnTra?]s?ictn:irr‘r:]?e ftcg tthW: f(ilrffeérdegn; %lfjltshegvggkssﬁg. 9. Model based on ideal Hertzian dipoles used to represent the reradi-

substrate is 87.8 fs. Dashed lines represent the calculation for an ideal dig@i@“ from thf’; (ijrn;:rs %f tEeaGEAsiair interfaces of the structure shown in
in free space, with an appropriate time delay to account for the presenc 7. In (@5 = 32 and (b) 5 = 64.

the GaAs.

0.1 —1.15um GaAs, Bias 40V
using ideal Hertzian dipoles to represent the diffracting sources T oosl ... =~ -1.15um GaAs, Bias 30V
has been developed for this structure, based on the simula- & \'\""(Zsiggggfyaﬁ;’)B'as 40V
tions using the FDTD/Kirchhoff technique. The excitation for S 006 Lo
each dipole is delayed corresponding to transit time through §
the GaAs substrate and attenuated appropriately. Results are o 0.04F
presented in Fig. 9, where comparison is made to the field =
found using the FDTD/Kirchhoff technique. Five dipoles are o 002p /xS
used to represent reradiation from the top and bottom edges,

where advantage has been taken of the symmetry of the 0 0.1 0.2 0.3 0.4
structure relative to the observation point. It may be seen Time (fs)
that while the model is not exact, many of the effects dfig. 10. Comparison of three different current pulses generated by the
inclusion of the GaAs material may be accounted for in Rfiotoconducting experiment.
very computationally efficient model. This model would be
difficult to develop without comparison to a rigorous solutioRffects of varying the bias voltage and the thickness of the
such as that provided by the FDTD/Kirchhoff technique.  Ggas substrate.
o . These realistic current pulses contain random high-

B. Characterization of the Photoconducting Structure frequency content. To study effects caused by the inhomo-

Building on results from the previous example, the complegeneous material parameters, rather than by errors in FDTD
photoconducting structure shown in Fig. 6 is now charactgrnodeling, the frequency content of each pulse was limited
ized. The dimensions of the structure are similar to those the degree that FDTD dispersion was not significant. This
given in the last example, but witht” = 14.26 pm and was verified by comparing the time derivative of the current
L = 35.88 pm. The metal strips are assumed to be perfeptilse to the far-field radiation generated by the combined
conductors, 1.6um wide, 0.23um thick, and separated by FDTD/Kirchhoff integral method for the homogeneous case.
10 xm. The time-varying current density in the substrate The far-field radiation arising from two of these current
has been modeled using a combined Monte Carlo/FDTulses is presented in Figs. 11 and 12, where the fields are
simulation technique reported in previous work [18]. Thremeasured: (a) off the axis of the dipole (E-plane) and (b) trans-
typical current pulses are shown in Fig. 10 to demonstrate therse to the axis of the dipole (H-plane). Simulation results are
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(b) Fig. 12. H-plane comparison of the fields from (a) the narrower current pulse

gd (b) the wider current pulse in Fig. 10 at observation pointsi@&dfrom

e center of the structure and at angles ®f 80°, 60°, and 90 from the
plane of the substrate and perpendicular to the axis of the dipole. The dashed
s represent the structure with the GaAs substrate only, the solid lines
ude the metal contacts.

Fig. 11. E-plane comparison of the fields from (a) the narrower current pul
and (b) the wider current pulse in Fig. 10 at observation points;@8Grom
the center of the structure and at angles ®f 80°, 60°, and 90 from the [
plane of the substrate and off the axis of the dipole array. The dashed Iirlnlgg
represent the structure with the GaAs substrate only, the solid lines inclg&
the metal contacts.

distorted. For the narrower pulse in particular, severity of the
presented for a narrow pulse (the solid line, 1;#B GaAs, distortion could affect timing measurements of the received
Bias = 40 V, in Fig. 10) and a for wider pulse (the dashegignal pulse. Effects such as these due to inclusion of the
line, 1.15um GaAs, Bias= 30 V, in Fig. 10). In each case material parameters would be difficult to model using other
the GaAs substrate is included and comparison is made wigghniques, particularly for the far-field radiation.
and without the metal electrodes. The narrower pulse shows
more distortion due to reradiation from the edges of the GaAs V. CONCLUSION

substrate, particularly for the H-plane observation points. A computational technique has been demonstrated which
In a homogeneous problem space, the H-plane waveforfigy pe used to accurately and efficiently determine near-
would be identical. Effects of the metal electrodes includgnd far-field radiation from microwave and ultrafast electronic
increased confinement of the field to the substrate region afslices. The technique combines the FDTD method and
additional distortion due to reradiation from the edges anHe Kirchhoff surface integral in a spatial transformation.
corners of the metal. The significance of these effects is, agaime method was validated for use in both near- and far-
pulsewidth dependent, with quite severe distortion of the fiefi@ld calculations. Effects of the inclusion of materials in
from the narrower pulse. For the wider pulsewidth, the effectéémulations of high-frequency systems was explored with
of reradiation are less significant; however, the pulse is stilh example in which a dipole source embedded in a GaAs
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substrate was excited with current pulses of various durations. Propagat.,vol. 45, pp. 753-759, May 1997.
Pulsewidth dependent effects were shown (0 be signicant(ff] 1'% VatrieMATLAS ol S jor dour L
an application of the method to the analysis of a photocon-" Tripathi, “Parallel implementation of a Monte Carlo particle simulation
ducting structure. Additionally, the combined FDTD/Kirchhoff  coupled to Maxwell's equations,Int. J. Num. Modelingvol. 8, pp.
technique was used to develop a simple model of the radiation 205-219, 1995.
from an inhomogeneous structure. Further improvements to the
method may include consideration of the frequency dispersive
effects of the substrate material.

The combined FDTD/Kirchhoff transformation technique
enables more accurate modeling and characterization of radi-
ation from microwave and millimeter or submillimeter wave
structures. The technique described here is, in many situatid
more efficient than the FDTD method alone since the wa
needs to propagate only to the integration surface where it
transformed in space and time to the observation point. It
expected that the technique will be of benefit in a wide rang
of applications.
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